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Abstract— Navigating robots often need to plan their behav-
ior based on partial information about their environment and
on probabilistic localization estimations. In some settings, it may
be possible to perform information acquisition actions that may
reduce uncertainty about the robot’s location but that may be
costly and limited. We aim to support the decision of whether
it is worthwhile to execute such actions with respect to the
agent’s objectives. For this, we offer several heuristic measures
that provide estimations of the expected cost reduction the extra
information will yield. Evaluation of a set of robotic navigation
settings demonstrates the ability of our measures to estimate
the expected benefit of such actions.

I. INTRODUCTION

In many real-world settings, autonomous agents, and

robots in particular, need to plan their behavior based on par-

tial information about the environment. A common paradigm

for control involves a modular approach that decomposes

the system into modules for perception, state estimation,

planning, and control [1], [2]. This decomposition increases

flexibility by allowing each module to be designed, de-

veloped, and operated independently. However, since these

modules typically communicate through a predefined and

often narrow interface, this modular structure may also

compromise robustness due to inadequate interfaces that this

structure imposes.

Our focus here is on the often inadequate interface be-

tween the state estimation component, which captures the

uncertainty regarding the state of the environment and the

agent, and the path planner, responsible for choosing the

trajectories to be followed by the agent. Typically, the state

estimation component maintains the robot’s belief, represent-

ing a probability distribution over possible world states. In

a mapped environment, the belief represents the uncertainty

associated with the robot’s location within the map, referred

to as localization uncertainty, which is often due to lim-

ited sensing and computational resources. In contrast, many

common path planners, that prescribe a sequence of robot

configurations a robot should follow to reach some goal

configuration, accept as input a single discrete representation

of the robot’s state.

A typical approach to the interface between the two

components is to provide the planner with the mean of the

state estimation, thus abstracting location uncertainty from

the planner and other downstream modules. This approach to

planning relies on the robot’s ability to recover from potential

failure and replan its behavior, which may be very costly

[3]. An alternative approach is contingent planning, which
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attempts to account for the different outcomes that may

occur. This includes POMDP planners [?] which account for

uncertainty by producing a contingent plan over the robot’s

belief. This approach provides more comprehensive policies

but tends to be complex and offers limited applicability to

real-world settings.

In this work, we suggest a novel interface between a

probabilistic state estimation module and a discrete planner

that exploits the planner in assessing the effect localization

uncertainly will have on performance. This analysis, which

is based on comparing the plans the robot would follow

for different possible states in its belief, provides not only

an efficient way to assess a robot’s ability to achieve its

goal but also to assess whether it is worthwhile to reduce

its uncertainty by providing it with localization information.

This allows us to support settings in which performing

such information-sharing operations is costly or limited. For

example, our analysis can help an underwater vehicle decide

if to rise to the surface to observe its surrounding. It can also

help a wheeled robot decide if to request costly assistance

from a drone that can fly to its estimated location and reveal

its exact location on the map.

Choosing when to acquire new information and communi-

cate existing information is a fundamental problem in single-

agent and multi-agent AI systems [4]. This is an especially

challenging problem when communication is limited and

costly and each agent has a different view of the state

of the world. Solution approaches vary between those that

distinguish between the information acquisition process and

the decision on how to act [5] to those that apply a decision-

theoretic approach that views information acquisition and

communication as part of the actions an agent can perform,

thus supporting a unified analysis that balances the benefits

of communication against its costs [6].

In this work, we adopt the notion of Value of Assistance

(VOA) [7] which is used to quantify the expected increase

in an agent’s expected value (or reduction in cost) as a result

of obtaining the information. This measure is based on the

notion of value of information (VOI) proposed by [8], [4] to

represent the expected increase in an agent’s expected value

(or reduction in cost) as a result of obtaining the information.

This idea has been applied in many settings [9], including

its adaptation to a human-robot collaborative setting where

it is used to quantitatively measure the helpfulness of a

robotic partner for a given task at hand [10], [11]. Recently,

VOA is used to quantify the effect localization information

will have on a robot that relies only on internal sensors for

localization and is tasked with following a fixed sequence

of waypoints [7]. In this setting, localization uncertainty,
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Fig. 1: Demonstrating ways to estimate the expected benefit of providing localization information.

modeled as a Gaussian process, grows as the agent progresses

in the environment. When receiving localization information

the agent attempts to return to its intended location by

following a straight line. We extend VOA to support goal-

directed re-planning agents that use a path planner to decide

how to act and can re-plan their path based on newly acquired

information.

Ideally, we would like to know VOA before the robot

starts to move. However, since the actual effect of the novel

information is only known at execution time, we seek ways

to estimate it. Our focus is on robots with localization

uncertainty and on an offline estimation of the value of

revealing their exact location before they begin execution.

For this, we suggest novel ways to compute VOA based on

the assumption that uncertainty is modeled as a particle filter

[12], [13], where particles represent a possible location of the

robot. Our analysis is based on sampling configurations from

the belief and computing the plans the agent would follow for

each sample (i.e., particles). Based on this computation we

offer novel estimations that consider the plan’s cost variance

and the areas traversed by the plans.

Example 1. To demonstrate our suggested VOA measures,

consider the setting depicted in Figure 1[left], in which two

mobile agents (1 and 2) navigate towards some goal location

Gi. Both agents have the same level of uncertainty, depicted

by the scattered particles of βi, each representing a possible

robot location. One way to estimate VOA is to consider

the variance of the length of the plans the robot would

follow for a sampled set of particles, as depicted in Figure

1[center]. Another option is to overlay the grid with a heat-

map representation of the grid Figure 1[right], where the heat

of a cell represents the number of plans that traverse it, and

to estimate VOA according to the heat variance.

In our example above, both suggested measures are aimed

at accounting for agents with limited external sensing and

thus associate a greater need for information and higher

VOA to robot 1. However, it is important to note that such

measures may have different meanings in different settings,

depending on the agent’s capabilities, the environment in

which it operates, and its task. In particular, while obstacles

in the environment might hinder the ability to reach the goal

for a robot with limited sensors, they may facilitate local-

ization and reduce the need for assistance by representing

landmarks for an agent with sensing capabilities. This raises

the need to develop different VOA measures and empirically

examine their effect in the domain of interest.

The contributions of this work are threefold. First, we

suggest a novel interface between probabilistic state estima-

tors and discrete path planners that accounts for localization

uncertainty. Secondly, we suggest novel and efficient ways to

estimate the value of providing localization information for

agents for which the belief is represented by a probability

distribution that can be sampled. Lastly, we provide an em-

pirical analysis that demonstrates the ability of our measures

to estimate VOA and enhance performance.
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