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ABSTRACT
Cyber-physical systems (CPS) such as robots and self-driving cars
pose strict physical requirements to avoid failure. The scheduling
choices impact these requirements. This presents a challenge: How
do we find efficient schedules for CPS with heterogeneous process-
ing units, such that the schedules are resource-bounded to meet
the physical requirements? For example, tasks that require signif-
icant computation time in a self-driving car can delay reaction,
decreasing available braking time. Heterogeneous computing sys-
tems — containing CPUs, GPUs, and other types of domain-specific
accelerators — offer effective capabilities to reduce computation
time or energy consumption and expand such operating conditions.
However, doing so under physical requirements presents several
challenges that existing scheduling solutions fail to address.

We propose the creation of a structured system, the Constrained
Autonomous Workload Scheduler (CAuWS). This structured and
system-agnostic approach determines scheduling decisions with
direct relations to the environment and differs from current ad hoc
approaches which either lack heterogeneity, system generality, or
this consideration of the physical world. By using a representa-
tion language (AuWL), timed Petri nets, and mixed-integer linear
programming, CAuWS offers novel capabilities to represent and
schedule many types of CPS workloads, real-world constraints, and
optimization criteria, creating optimal assignment of heterogeneous
processing units to tasks. We demonstrate the utility of CAuWS
with a drone simulation under multiple physical constraints. The
autonomous computation for the drone is made up of commonly
used workloads (i.e., SLAM, and vision networks) and is run on a
popular heterogeneous system-on-chip, NVIDIA Xavier AGX.

CCS CONCEPTS
• Computer systems organization→ System on a chip; Het-
erogeneous (hybrid) systems; • Theory of computation →
Parallel computing models.

KEYWORDS
Heterogeneous computing, cyber-physical systems, physical con-
straints, parallel computing, system-on-chip
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1 INTRODUCTION
Embedded heterogeneous computing systems offer improved la-
tency and energy use in Cyber-Physical Systems (CPS), but to do
so under the physical requirements of a CPS requires a way to si-
multaneously consider both different processor types and physical
requirements. CPS has two factors that fundamentally limit the
ability to handle these requirements. The first factor is physical
— e.g., braking distance, or battery charge. The other limiting fac-
tor is computational — i.e., moving and processing data to make a
decision takes time and energy. Many recent CPS embed powerful
heterogeneous system-on-chips (SoC), such as NVIDIA’s Xavier
and Orin [20] or Tesla’s FSDj platform [49], which can improve
these computational limits.

A key property of these SoCs is that they employ a variety of
processing units (PUs): often a general-purpose CPU and various,
specialized domain-specific accelerators (DSAs). Many autonomous
systems use DSAs for critical computations, such as object de-
tection or tracking, or other matrix operations. For example, the
Xavier platform embeds a high-throughput graphical processing
unit (GPU), energy-efficient deep learning accelerators (DLA), and
programmable vision accelerators (PVA). While the GPU can run
object detection, tracking algorithms, and other vision tasks with
minimal latency and high throughput, the DLA runs the neural net-
works (NN) used for state-of-the-art object detection with half the
energy of the GPU, at the expense of a higher latency [12, 13, 38].

Autonomous systems place multiple requirements on resource
use. Systems with time-critical components or strict constraints on
energy or power place upper bounds on resource use for any PU
(i.e., CPUs or DSAs); if computation takes more time, energy, etc.,
such a system might fail. For example, an aerial drone may fly at
50 mph, when — considering the true computation time — it only
has enough time to react if flying at 40 mph. Such requirements
may pose a variety of constraints and objectives to optimize, such
as, minimizing power while maintaining safety, flying as fast as
safely possible, or minimizing latency. In some scenarios, multiple
requirements (e.g., minimizing time and energy) may result in a
multi-objective optimization problem [35]. Optimal schedules must
not only satisfy the physical constraints through assignments that
execute tasks on alternate PUs, but must also try to optimize these
objectives. Finding the optimal task schedule under such trade-offs
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is non-trivial. The scheduling problem is NP-Complete even for
single CPU systems with objectives. This challenge is exacerbated
on heterogeneous architectures due to the high number of DSAs
with diverse characteristics.

This paper addresses the challenge of accounting for physical
constraints while scheduling computational workloads in heteroge-
neous architectures that embed different types of DSA. In particular,
we overcome three limitations of existing approaches:
• State-of-the-art computational workflow modeling techniques
for heterogeneous architectures [5, 10, 33, 41, 43, 46, 48, 54] do
not address the relationship between the physical dynamics of au-
tonomous systems and the parallel and diverse capabilities of het-
erogeneous hardware.

• The traditional real-time abstractions of fixed deadlines, process/-
task priorities, and priority inheritance in current autonomous
systems not only present challenges for achieving precise tim-
ing [31], but such abstractions are wholly insufficient to express the
varying performance and energy characteristics of different types
of PUs in heterogeneous architectures and not capable of satisfying
longer term timing requirements when run on these systems.

• Studies that map physical constraints to hardware decisions are
ad hoc and often limited to specific constraints, optimization
criteria, or architectures [25, 29]. Additionally, these works rep-
resent computation as a single task, neglecting the heterogeneity
necessary for optimal execution.
In general, the literature lacks a generalized methodology to repre-

sent the relationship between physical and computational constraints
and to derive schedules that optimize the desired objectives of CPS
with heterogeneous processing units.

In this study, we propose CAuWS, the Constraint-based Autono-
mous Workload Scheduling for CPS with embedded heterogeneous
processing units, which enables a generalized solution to the het-
erogeneous (i.e., multi-DSA) scheduling problem that accounts for
the physical constraints. To achieve this, our approach takes advan-
tage of a novel representative language (AuWL), timed Petri nets,
and mixed-integer linear programming. CAuWS, whose high-level
operation is illustrated in Figure 1, is able to assign operations from
a wide variety of workloads to PUs on heterogeneous architectures,
creating a static schedule for resource-constrained and time-critical
systems1. These schedules are optimal with respect to the user-
defined objectives (including time) and profiled executions, and the
schedules maintain the constraints defined in AuWL, as computa-
tion can impact time, power, or other factors limited by the physical
requirements. CAuWS generates constraints from a problem defini-
tion, and we leverage the efficiency of highly-engineered constraint
solvers, e.g., [6, 17], to both optimally solve this NP-Complete prob-
lem and offer extensibility to add further constraints.
This paper makes the following contributions:
• To generally bridge between diverse hardware specifications,
computation scheduling constraints, and physical concerns, we
propose a formal representation that consolidates physical con-
straints, heterogeneous computational resources, and latency.
We propose a timed Petri nets based representation for data flow,
parallelism, and resource consumption.

1For further discussion on why static scheduling is feasible vs. dynamic scheduling
for the class of problems this work tackles, please refer to Section 5.
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Figure 1: Overview of CAuWS.

• By having a formal intermediate representation, we expose rele-
vant resources and timings such that we can automatically gen-
erate constraints for both computation and physical operation.
With this, we combine optimal computational schedule gener-
ation and physical system concerns — such as safety, speed, or
energy trade-offs — into one optimization problem with multiple
constraints and objectives. Then, we leverage existing highly
engineered constraint solvers for mixed-integer linear program-
ming (MILP) [6, 17, 24] to find a globally optimal schedule.

• We define the Autonomous Workload Language (AuWL) as a
front-end to our intermediate representation. AuWL specifies
both data-flow and physical constraints, hence allowing rapid
specification and high level consideration of a variety of au-
tonomous problems. Other specification languages exist, but
this specific application is novel compared to past languages,
which either do not consider physical constraints or are limited
to hardware-software co-design (and not scheduling).

• We evaluate our approach on a simulated aerial drone. CAuWS
produces a set of three schedules that allow the system to adapt
to the varying physical conditions of the simulation. These sched-
ules obey the physical constraints; in contrast, other scheduling
approaches that do not consider such constraints violate physical
limits for 25% of the flight and would lead to system failure.

2 RELATEDWORK
Scheduling for systems with heterogeneous PUs has been widely
investigated over the last decade. A vast majority of key stud-
ies [3, 4, 8, 11, 32, 36, 53] are dynamic and typically use task-based
heuristics. Static scheduling [1, 13, 23, 27, 45] is also common, with
an emphasis on polyhedral code generation [2, 51] and genetic algo-
rithms [15]. Our proposed approach differs significantly from these
studies in its ability to map the physical dynamics of the system
to the performance characteristics of heterogeneous computing.

A limited number of studies structurally approach timing in CPS
computation by building models relating physical constraints and
computational elements. For example, Krishnan et al. [29] create
a computational model to map processing power to the weight of
a CPS, and Wan et al. [52] focus on the computational resilience
of navigation systems. However, approaches proposed by these
studies are restricted to a specific physical constraint and do not
address general, domain-independent criteria. Alternatively, a few
works have investigated integrating physical constraints into mo-
tion planning, such as balancing the energy between computation
and movement [7, 47]. Most recently, Hadid et al. [25] introduced a
design-space methodology to explore the effects of a wide range
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of physical factors on compute scheduling; however, this work
also does not provide a generalized technique for CPS scheduling
problems.

Petri nets are a form of directed graph that offers a convenient
representation of dependencies, parallelism, and resources. A lim-
ited number of studies considered Petri nets for CPU-based, formal
scheduling representations for real-time [30, 40, 55] and hybrid [19]
systems. Relevant to this paper are works that establish timed Petri
nets [22], use these to represent embedded systems [37], and utilize
Petri nets for scheduling [40]. Studies [37] involving embedded
systems used Petri nets for verification purposes. While Petri nets
have been used for scheduling on single core CPUs [50], they have
not been used for scheduling of diversely heterogeneous systems yet,
to the best of our knowledge. Our proposed framework uniquely
extends timed Petri nets to specify complex scheduling constraints
introduced by heterogeneous PUs.

Constraint solving is a widely used technique in a number of
fields, including automated planning [26], robotics [14], and pro-
gram verification and synthesis [18]. Specifically, modern and highly
engineered constraint solvers offer a variety of techniques to ef-
ficiently address computationally hard problems [6, 17]. Previous
scheduling techniques have also used constraint solving in an ad
hoc manner. Additionally, many works using Petri nets have also
applied constraint solving.

3 PETRI NETS FOR HETEROGENEOUS
SCHEDULING

This section reviews key details of Petri nets and the extensions
that we use to formally represent heterogeneous scheduling2.

A Petri net is a directed, bipartite graph.

Definition 1. A Petri net is the tuple N = (𝑃, 𝑇 , 𝐸), where,
• 𝑃 is the finite set of place nodes,
• 𝑇 is the finite set of transition nodes,
• 𝐸 ⊆ (𝑃 ×𝑇 ∪𝑇 × 𝑃) are the edges between places and transitions.

Each place 𝑃 may contain a number of tokens. We call the number
of tokens contained in all places a configuration or marking of the
Petri net. When a particular transition fires, it changes the marking
by decrementing the tokens at incoming places and incrementing
tokens at outgoing places.

Petri nets are often a convenient model to represent shared
resources in parallel systems. Places represent a particular resource,
and the token count at a place represents howmuch of that resource
is available. In our scheduling application, we use places to represent
the availability of a PU. Transitions specify the possible changes in
resources. The incoming places to a transition represent resources
that are acquired or consumed, and the outgoing places represent
resources that are released or produced. The Petri net captures the
parallelism of multi-processor systems by allowing transitions to
fire in any order, as long as their incoming places have positive
token counts.

Our scheduling approach uses a mixed-integer extension to clas-
sic Petri nets.While classic Petri nets are discrete, many real systems
have continuous resources, such as energy. Thus, we use Petri nets
where some places may have a real-valued number of tokens.
2For thourough coverage of Petri nets, we refer the reader to texts such as [9].

Each edge of the mixed-integer Petri net has a weight indicating
the number of tokens moved. When a transition fires, it removes
from its input places and adds to its output places a number of
tokens equal to the corresponding edges’ weights. Token counts
must still be non-negative, so transitions may only fire when places
contain token counts of at least the corresponding weight.

Lastly, we apply timed Petri nets, which incorporate a delay time
for each transition. Before a transition may fire, all its input places
must contain the necessary number of tokens for this delay time.
We use the delays to represent computation time.

4 CAUWS: PROPOSED METHODOLOGY
In this section, we explain CAuWS, our proposed novel scheduling
methodology for heterogeneous CPS. The input to CAuWS is a
specification that includes (1) the control flow graph (CFG) repre-
sented by the operations and the data flow in the AuWL file, (2) the
necessary performance criteria (e.g., a constraint on time, energy or
power), and (3) the profiling data for estimated runtimes and energy
consumption of tasks on available PUs. The output of CAuWS is
a heterogeneous schedule that includes (1) the set of tasks, (2) the
ordering of tasks, and (3) the mapping of tasks to PUs.

CAuWS first uses the system specification (CFG, performance cri-
teria, and profiling data) to construct a Petri net as an intermediate
representation of the CPS. Importantly, the Petri net representation
captures the parallelism and dependencies of tasks, data, and com-
putational resources (i.e., PUs) in the system. Valid firings of this
Petri net correspond to valid schedules. Then, our method uses the
Petri net to generate a set of constraints and objectives correspond-
ing to valid and optimal (with respect to the objective) schedules.
We find a solution to these constraints using a state-of-the-art solver
(specifically, Z3 [6, 17]) to obtain a heterogeneous schedule that sat-
isfies the physical requirements. Z3 guarantees optimality given an
objective, selecting from the wider set of Pareto-optimal schedules.

Most CPS workloads permit two simplifying assumptions that
CAuWS makes based on prior knowledge of the workload.

First, CPS workloads often operate at discrete time steps, e.g.,
running a set of tasks per image frames captured at a fixed frequency.
These time steps introduce natural synchronization points after
a set of tasks. In contrast, some dynamic scheduling approaches
maintain a queue of tasks to execute. By knowing all tasks up to
the synchronization point, CAuWS finds optimal schedules for this
set of tasks.

Second, for many CPS, this workload stays the same between
time steps, allowing static scheduling. Many tasks in CPS, such as
the various computer vision networks, have fixed size inputs and
no conditionals during execution. Therefore, these tasks can be
profiled prior to runtime. Furthermore, the physical construction
(i.e., sensors and actuators) of a CPS is static, so the inputs to these
tasks often do not change.

Notably, these two assumptions enable CAuWS to produce a
set of static schedules that can handle dynamic conditions. As an
example, some CPS often have a limited number of modes — a drone
may have one mode to locate an object of interest and another mode
to monitor that object. Other times the physical environment can
change (with that change measured by sensors), and a CPS may
want to adjust scheduling based on physical parameters such as
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Figure 2: Proposed Petri net construction. (a) Petri net “unit” for one task, which is represented by the op identifier in the AuWL
file. Each unit has multiple “paths”, one for each PU. The unit operates by (1) firing 𝜏𝑖,𝑥𝑝𝑢 to consume tokens for its input and a
selected PU, and setting a token on the place to remember the selected PU, and (2) firing 𝜏 ′

𝑖,𝑥𝑝𝑢
to set a token in the output place

and restore the PU availability token. In this example, the GPU is available. (b) An example Petri net for a minimal control
flow graph (CFG) with multiple PUs and tasks. Paths highlighted in red indicate a valid firing sequence. The highlighted firing
shows the GPU running object detection task while the CPU simultaneously runs localization task. Then, the GPU runs route
planning task.

temperature or distance. CAuWS can generate sets of schedules
for each of these cases, and then dynamically switch schedules at
runtime. That is, statically creating a policy that allows the CPS to
adapt its scheduling dynamically. We detail this process in Section 5.

4.1 System Specification
Our proposed system introduces the AutonomousWorkload Lan-

guage (AuWL) representation. AuWL describes the data flow of
tasks (i.e., the CFG) and the necessary schedule criteria (e.g., min-
imizing computation time, meeting an energy budget). This rich
specification goes beyond traditional scheduling abstractions and
is necessary to correctly satisfy physical constraints and heteroge-
neous flows. Furthermore, while past specification languages exist,
AuWL’s ability to specify constraints and flow in a single file allows
rapid configurability and a high-level abstraction of the underlying
constraints that is independent of underlying hardware.

Figure 3 contains an example AuWL representation for a simpli-
fied autonomous scenario, which must minimize execution time

model AuWL_example {
constraint (= total-power 30)
constraint (= velocity 5)
constraint (= motor-power (* velocity velocity))
constraint (< ENERGY 50)
constraint (< POWER (- total-power motor-power))
objective (- TIME)
data camera, lidar
data obj_bounding_boxes, localized_position, route
op object_detection {in=camera; out=obj_bounding_box}
op localization {in=lidar; out=localized_position}
op route_planning {in=obj_bounding_boxes, localized_position;
out=route}

}

Figure 3: An example AuWL program, defining the primary
operations, their dependencies, CPS constraints and the ob-
jective for a simplified model of an autonomous vehicle.

under several constraints. The tasks are represented by the op
keywords. object_detection and localization tasks process
camera and lidar inputs and then output obj_bounding_boxes
and localized_ position to the route_planning task. The key-
word constraint enables users to symbolically represent physical
properties. The motor-power is the square of velocity. POWER
is the remaining power budget for computation, which is the dif-
ference between total-power and motor-power. ENERGY (the
integral of POWER over TIME) is the remaining energy budget for
computation. The objective in this example is to minimize TIME
within the computation limits imposed by motor-power. Higher
motor-power use will leave less power for computation, resulting
in lower-energy PUs being preferred during scheduling.

Our scheduling method also incorporates information about
the hardware — i.e., the available PUs — and timing information
about each task and any PU on which it may run. The timing
information enables 𝐶𝐴𝑢𝑊𝑆 to ensure that specified constraints
and objectives are achieved. For the case studies, we determine these
times empirically by profiling the tasks in the workload separately.
Developing precise performance models for autonomous systems
is outside the scope of this study.

4.2 Petri Net Intermediate Representation
We use the specification given in Section 4.1 to construct a Petri
net intermediate representation, as shown in Figure 2. The Petri
net captures the structure of control flow choices and resource use,
facilitating the subsequent generation of constraints.

First, we construct the Petri net places representing shared re-
sources and available data. We construct one place for each PU
and each data element. A token in a PU place indicates that the
PU is available; when a task is running on a PU, the token must be
removed from the corresponding place. A token in a data element
place indicates that this data element is available. Data element
places will correspond to either CPS inputs (e.g., raw sensor read-
ings) or CPS outputs (e.g., actuator commands).
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Then, we construct additional places, edges, and transitions ac-
cording to the CFG defined in the AuWL specification. This con-
struction consists of multiple units in the form of Figure 2a. For each
PU to which a task 𝑖 may be assigned, we create (1) a place (𝑝𝑖,xpu)
indicating the task 𝑖 is running on PU xpu, (2) a transition 𝜏𝑖,xpu
indicating the task is starting on the PU, and (3) 𝜏 ′

𝑖,xpu indicating
the task is finishing on the PU. We create edges that describe the
availability of the PUs, the input, and the output. We create these
units for every task in the AuWL specification.

Finally, we augment the Petri net with the schedule criteria (con-
straints and objectives) from the AuWL file and the timing informa-
tion from the hardware specification. Some schedule criteria may
correspond to time constraints (e.g., ensuring adequate reaction/-
computation time based on a minimum stopping distance), which
we add to the Petri net as a constraint on final time, 𝑡 ⟨end⟩ ≤ const.

Other schedule criteria may indicate constraints on shared re-
sources, such as available power or energy. This capability is an ad-
vantage over typical CFG-only representations. We model a shared
resource by creating additional place 𝑝res. Then, we create edges for
transitions that use this resource. For example, running a task on a
PU requires a certain amount of power. The transition to start this
task 𝜏𝑖,xpu has incoming edge (𝑝power, 𝜏𝑖,xpu), and the transition to
finish the task has outgoing edge (𝜏𝑖,xpu, 𝑝power). Both these edges
have a weight equal to the power required to run the task on the PU.

Finally, we specify the valid initial and final markings of the Petri
net. At the initial time-step, all CPS inputs are available, and at the
final step, all CPS outputs must be available.

∀𝑝in,
(
𝑝in

⟨0⟩ = 1
)

and ∀𝑝out,
(
𝑝out

⟨end⟩ = 1
)

(1)

At the initial timestep, all resource places contain an initial value
of 𝑝res = const.

4.3 Constraint Generation
We use the Petri net to construct a set of constraints for valid sched-
ules. A solution to the constraints corresponds to a sequence of Petri
net firings and a mapping between tasks and the heterogeneous
PUs.

Marking Constraints. First, we construct constraints for subse-
quent markings (token counts) of the Petri net. The key constraint
is that a firing transition removes tokens from its input places and
adds tokens to its output places, which we define in terms of inflow
and outflow at each place,

𝑝 ⟨𝑘+1⟩ = 𝑝 ⟨𝑘 ⟩ +

inflow︷                ︸︸                ︷
|𝑇 |∑︁
𝑗=1

𝜏 𝑗
⟨𝑘 ⟩𝑊 (𝑝, 𝜏 𝑗 ) −

outflow︷                ︸︸                ︷
|𝑇 |∑︁
𝑗=1

𝜏 𝑗
⟨𝑘 ⟩𝑊 (𝜏 𝑗 , 𝑝) (2)

where 𝑝 ⟨𝑘 ⟩ is the token count of place 𝑝 at step 𝑘 , 𝜏 𝑗 ⟨𝑘 ⟩ is true if
transition 𝜏 fires at step 𝑘 , and𝑊 (𝑥,𝑦) is the weight of the edge
from node 𝑥 to node 𝑦.

We additionally constrain each place to have a non-negative
token count, 𝑝 ⟨𝑘 ⟩ ≥ 0, and we add constraints to ensure valid
initial and final markings (as specified in Section 4.2).

Timing Constraints. Next, we construct constraints for the tim-
ing information. A transition must be enabled before it can fire.

Transitions can only be enabled if all input places contain sufficient
tokens. After a transition has been enabled for its delay time, it will
fire and then be disabled.

We create additional variables in the constraint formula to ac-
count for timing. Real variable 𝑡 ⟨𝑘 ⟩ represents the (continuous) time
at (discrete) step 𝑘 . Boolean variable 𝑒 𝑗 ⟨𝑘 ⟩ indicates that transition 𝑗

is enabled at step 𝑘 . Real variable 𝑢 𝑗 ⟨𝑘 ⟩ indicates the time at which
transition 𝑗 was enabled.

The timing constraints ensure the validity of transitions being
enabled, firing, and disabled according to token counts, edges, and
time delays.

4.4 Schedule Generation
Finally, we solve the constraints to obtain a schedule. We use a
solver for Satisfiability Modulo Theories (SMT) — specifically, Z3 [6,
17] — to solve the constraints from Section 4.3. The solution to the
constraints corresponds to a sequence of Petri net firings and a valid
heterogeneous schedule. The schedule is encoded in the transition
firings 𝜏𝑖,xpu ⟨𝑘 ⟩ and times 𝑡 ⟨𝑘 ⟩ . When the variable 𝜏𝑖,xpu ⟨𝑘 ⟩ is true,
the schedule will assign task 𝑖 to PU xpu at time step 𝑘 , occurring
at real time 𝑡 ⟨𝑘 ⟩ . We collect all such true firing variables 𝜏𝑖,xpu ⟨𝑘 ⟩

and all times 𝑡 ⟨𝑘 ⟩ to determine the full heterogeneous schedule.

5 HANDLING DYNAMIC CONDITIONS IN CPS
VIA STATIC SCHEDULING

Our proposed methodology in Section 4 produces optimal sched-
ules only if computation time and physical factors (e.g., velocity,
battery) can be considered statically, before execution. CAuWS
produces schedules from an MILP which is not feasible to solve
dynamically during the operation of a CPS. Table 1 shows how Z3
solver runtimes are affected by schedule complexity. This static
assumption may be considered limiting, however, we explain in this
section how we work around this to handle dynamically changing
computational and physical aspects via an adaptive set of static
schedules.

5.1 Computation Time
Computation time in most CPS scenarios depends on the following
factors (and assumptions) which can be known beforehand:

• Input size: In a typical CPS, the input data is provided by fixed
resolution devices, such as cameras or lidar. Moreover, many
neural networks that CPS rely on are designed to operate on a
fixed image or video frame sizes.

• CFG topology: While some CPS scenarios have branching control
flow graphs to handle conditional computation, these branches
can often be split into separate static CFGs. The specific branch
followed in the CFG often depends solely on either the physical
mode of the system (e.g., running accurate NN or faster object
detection based on whether the drone is in discovery or tracking
mode) or on pre-determined time intervals (e.g., running a com-
plex object detection NN every 10th frames and simpler tracking
in-between [16]).

• Scene complexity: For some CPS tasks, such as route- and motion-
planning in autonomous driving and robotics, the number of
objects in a scene can increase how much computation is needed.
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Number of Accelerators
2 4

Parallel Paths: 1 2 4 1 2 4
4 total tasks 0.459 2.187 17.952 2.079 1.764 6.888
8 total tasks 4.643 6.548 52.112 62.707 5.908 15.775

Table 1: CAuWS scheduling runtime (i.e., overhead) in sec-
onds for different size of task graphs. While these times may
appear long, CAuWS supports pre-computation of multiple
schedules that can adapt to dynamic conditions or operation
modes, avoiding any overhead at runtime. Further engineer-
ing of constraints, e.g., similar to [44], remains an area of
future work.

On the other hand, some tasks, like the vision networks used in
the case study in Section 7, require the same amount of compu-
tation regardless of the current input.
When computation time can be predicted statically, creating

schedules before runtime becomes possible, and with significant
benefit: pre-computing schedules can take as much time as neces-
sary, allowing CAuWS to select only (valid) Pareto-optimal schedules.

5.2 Physical Factors
Physical factors likewise present a challenge when creating static
schedules. Cyber-physical systems operate in environments that
have changing physical conditions (e.g. current distance to obstacles
and ambient temperature).

CAuWS uniquely handles dynamically changing physical factors
by pre-computingmultiple schedules over a range of physical values
(e.g., the system must use a faster schedule when closer to obstacles,
and a more energy efficient schedule otherwise). We identify the
borders between different schedules in terms of physical factors
— i.e., the switchover points where a change in a physical parameter
causes a different schedule to best satisfy the constraints.

While searching for these schedules and their borders in the phys-
ical parameter space, it is important to limit the number of solver
invocations. As previously shown in Table 1, finding even a single
schedule is costly. As such, the feasibility of a naïve grid-based
discretization of the physical values is limited. An overly-coarse
grid means the boundaries will be inaccurate, and the schedules
generated will result in sub-optimal resource usage, or, at worst,
physical failure. However, the complexity of a grid discretization
scales poorly in both dimensionality and resolution, and so reach-
ing sufficient precision takes prohibitively long. Instead, we use a
recursive, binary partitioning of the 𝑛-dimensional hyperspace of
physical parameters. Details are explained below.

5.2.1 Linear Spaces for Varying Schedule Inputs: To formalize the
problem, we consider the schedule output by CAuWS as a function
of input parameters, which are the physical quantities in the sys-
tem that vary, such as velocity, obstacle distance, and temperature.
These physical parameters can be considered as an 𝑛-dimensional
hyperspace. For visualization, we can plot these dimensions (for a
small value of 𝑛 ) as the axes of a graph. Figure 4 depicts a slice of
one such hyperspace (𝑛 = 3) and how it is partitioned into different
schedules. Furthermore, finding regions for valid schedules enables
handling of some nonlinear constraints, which cannot be directly
translated to an MILP. For example, the velocity constraints are

nonlinear (𝑣2). However, if we take the velocity as a given for a
single check from the MILP, both 𝑣 and 𝑣2 become constant for the
duration of the MILP. With this, we can create optimal schedules
for all values of 𝑣 by finding the boundaries where different 𝑣 ’s
change the resulting schedule.

A key property of these schedule spaces is that, under certain
assumptions, we only need to check whether the vertices of a
schedule region are the same. A positive answer to this check will
guarantee that every schedule within the region is the same (see
the following theorem). Such vertex checks are sufficient when all
constraints are monotonic with respect to physical parameters, and
thus reduce the number of checks we need to do.

Theorem 5.1. If all points on the border of a convex region 𝑅

in a hyperspace share the same valid schedule, and as each input
parameter (taken separately) varies, all physical constraints are either
more or less satisfied, then the entirety of 𝑅 must share the same
schedule. Given these input parameters as a basis, for any point 𝑃 in
𝑅 we can define a path 𝐿 through 𝑃 that starts and ends on the border
of 𝑅 along these bases, such that all constraints are more strongly
satisfied along 𝐿. If 𝑃 did not share a schedule, then the schedule must
change twice along 𝐿 - but this would require some constraint to be
violated, which is impossible as all constraints are monotonically more
satisfied. (See Appendix A.3 for the proof.)

This holds for our experiments as all constraints are monotonic
with respect to obstacle distance, velocity, and temperature. The
stopping distance strictly increases with velocity, power usage
strictly increases with velocity, and maximum heat generation
strictly decreases with ambient temperature.

5.2.2 Algorithm to Find Schedule Boundaries: To avoid the high
number of CAuWS invocations that a grid-based discretization
of the parameter space would cause, we propose a binary space
partitioning algorithm to find schedule boundaries. The MILP for-
mulation in CAuWS limits optimal scheduling queries to a single
parameter point. Thus, we identify convex regions for a valid sched-
ule by finding sets of vertices that share the same schedule.

Divide each dimension in half to create 2𝑛 hypercubes
Sample all corners of the hypercubes
By the theorem, if the corners of a hypercube share

the same schedule, the whole hypercube does,
and the schedule can be returned

If the corners of a hypercube are not the same,
recursively subdivide and repeat

Terminate as a base case when hypercube
is smaller than some desired tolerance

At runtime, check which hypercube the desired
point is in and get the corresponding schedule

Listing 1: Binary-space partitioning

We identify the scheduling regions using the binary space par-
titioning approach given in Listing 1. Based on Theorem 5.1, this
algorithm checks the vertices of a hypercube. If all vertices have the
same schedule, then that schedule is valid throughout the hyper-
cube. Otherwise, we recursively subdivide the hypercube down to a
given minimum resolution. The result is a set of hypercubes of vary-
ing sizes, each corresponding to a schedule that covers the space. An
example of such partitioning is given in the upper-half of Figure 4.
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Figure 4: The set of schedules generated for the case study.
CAuWS can pre-compute multiple schedules for varying
physical parameters, creating a policy such as “if speed is
less than 3m/s and ambient temperature is less than 76, run
NN 1 on the GPU and NN 2 on the DLA simultaneously.” This
particular set of schedules is a slice that applies when the
drone’s distance to obstacles is 2m. Schedule 1 is fast but
uses more energy, while schedule 3 is slow but more energy
efficient, due to the choice of processors.

6 EXPERIMENTS
Our experiments include two simulation case studies and two sets
of smaller tests. The two case studies involve a simulated Iris 3DR
drone that must run various computer vision and planning work-
loads on an off-the-shelf SoC. Our case studies demonstrate the
range of constraints CAuWS can consider at once. The first environ-
ment is a search-and-rescue task where we must also consider heat
limitations due to a fire, while balancing energy and latency. The
second is an adversary pursuit, with different priorities before and
after adversary detection, while obeying power limits. These envi-
ronments share the same drone and run similar vision networks,
but are otherwise separate.

While we consider drones in these case studies to demonstrate
a more compelling example, CAuWS would work as well on any
other CPS that meets the requirements for static scheduling (as
previously explained in Section 5). Likewise, more complex en-
vironments result in more physical constraints, creating a more
challenging scheduling problem. CAuWS can represent simple en-
vironments too. Many real systems will often have similar numbers
of constraints, though perhaps with less drastic failures. Lastly, we
demonstrate the variety of constraints that CAuWS supports with
a set of small synthetic experiments.

Figure 5: A screenshot of the simulationwhich includes quad-
copter dynamics for a simulated 3DR-Iris quadcopter drone,
positional heat sources (the orange dot), and obstacles. The
highlighted path is colored based on what schedule CAuWS
chooses, with different choices when close to the wall or heat
source. These schedules correspond to those in Figure 4.

6.1 Methodology
The time, energy, and power use of the computational tasks must
be predetermined for CAuWS. As the compute platform, we pick
NVIDIA’s Xavier [20] AGX and NX. They both provide two acceler-
ators: GPU (low-latency) and DLA (low-power). We run and profile
a variety of neural networks (NNs) supported by TensorRT [42]
on both GPU and DLA. Data is collected with the offline profiler
IProfiler over 5000 iterations, excluding the first 1000 iterations
of the warm-up period. During operation, the drone would also
run these networks repeatedly and would not need warm-up. We
profile ORB-SLAM [39] on the CPU with one to four reserved cores
using the C++ chrono library. Profiling data is fed to CAuWS via a
separate file listing latency, power, and energy consumption values.

7 CASE STUDY 1: ENVIRONMENT-LIMITED
SEARCH AND RESCUE

In this section, we first explain our simulation environment and the
corresponding constraints. We then detail the three constraints we
use in the case study and how we integrate them into CAuWS. We
finally discuss how we ensure that the constrained optimization
problems that CAuWS generates remain linear, and thus effectively
solvable.

7.1 Description
The first simulation is a search and rescue task with a quadcopter
(3DR Iris) in a burning house. The drone must explore the house
to monitor fires and discover those in need of help. There are also
industrial applications in hot environments that may present sim-
ilar constraints. Such a drone is useful as it can explore without
putting firefighters at risk. Fires and built environments can also
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disrupt radio communication, so autonomy is often necessary in
such situations.

For this task, the drone has a camera and an NVIDIA Xavier
AGX SOC, notably containing an 8-core ARM CPU, a Volta-based
GPU, and two DLAs.

The simulation follows a predefined route through a hallway
corner with a heat source. Figure 5 provides screenshots of this
scenario from the simulation environment.

The drone must run the following tasks to complete its objective:
(1) an image identification network to identify humans in need
of rescue in order to contact help, (2) an image segmentation net-
work to parse the environment into walls, doorways, and fires, and
(3) Simultaneous Localization and Mapping (SLAM) to know its
position in the environment (which can also correlate with the
segmentation). These tasks were profiled offline on the AGX in
terms of computation time and energy. This creates a workload
with dependencies that CAuWS must then schedule.

Once the drone has the output of these tasks, it can plan its future
actions on a solo CPU. We neglect this task because the time and
energy it contributes is negligible, especially when run in parallel to
the more intensive task. As CAuWS precomputes schedules before
operation, the cost of selecting the appropriate schedule is also
negligible.

7.2 Constraints
This environment induces a set of three constraints for CAuWS.
Our novel DSL and Petri net based representation makes it trivial
to support additional constraints for different scenarios. These
constraints are as follows:

(1) Heat: The system cannot use too much computation power,
otherwise it will overheat in the hot environment

(2) Power: The system must schedule within the power constraints
caused by variations in speed and motor power.

(3) Stopping distance: The system must maintain a safe latency to
react and stop at the given velocity and obstacle distance.

Additionally, when these constraints are satisfied and if there
is some freedom left, we want to minimize latency and energy
usage. The specific linear trade-off between energy and latency is
defined in the AuWL file (Figure 6). While general multi-objective
optimization can consider nonlinear trade-offs, MILP solvers can
find the global optimum for linear objectives such as this.

The constraints are expressed to CAuWS through the AuWL file
given in Figure 6. The system has a variety of ways to respond to
the constraints. The scheduling targets include a CPU, GPU, and
DLA to choose from. In general, for NN-based computer vision
tasks, the DLA will be more energy efficient but slower than the
GPU, therefore producing less heat. Parallelism can reduce latency
at the cost of maximum power usage. These different responses create
a set of three schedules (as depicted in Figure 4) that CAuWS chooses
from over the course of the simulation.

Once the constraints and optimality objective are expressed in
the AuWL file, CAuWS successfully produces the optimal schedule
that adheres to the constraints. The latency is defined as the time
it takes to run one “iteration” of the schedule — that is, to run the
autonomous loop body once.

The set of formal constraints these physical limitations creates
is as follows. (See Appendix A.2 for a more detailed explanation
of the algebra, assumptions, and determination of experimental
constants.)

7.2.1 Heat: As heat is a constraining factor in computation, the
fire in the simulation creates a rapidly varying temperature case
which CAuWS must adapt. If ambient temperature is too hot, it
must schedule tasks on the DLA instead of GPU to reduce the heat
produced by the computation. We place a constraint on steady-
state heat flow, where the total heat flow from cooling (over the
course of the schedule) must be greater than the heat generated
by the schedule. Cooling rate depends on ambient temperature
𝑇𝑎𝑚𝑏 . With 𝑇𝑚𝑎𝑥 as maximum operating temperature, 𝐶 as total
dissipated heat, 𝐸𝑜𝑝 as the energy of each operation, and for an
experimentally determined cooling rate 𝑘 , the constraint can be
represented as:

𝐶 ·
(∑︁

𝐸𝑜𝑝 − 𝑘 (𝑇𝑚𝑎𝑥 −𝑇𝑎𝑚𝑏 ) · 𝑡 ⟨end⟩
)
≤ Δ𝑇𝑠𝑦𝑠 ≤ 0 (3)

CAuWS can adapt different schedules as𝑇𝑎𝑚𝑏 varies due to distance
from the heat source.

7.2.2 Actuation Power: The power output of the battery at any
given moment is shared between the rotors’ actuation and the
computation, placing a constraint between computation power,
acceleration and velocity.

Some constant power 𝑃𝑎𝑙𝑜 𝑓 𝑡 must be spent to keep the drone
aloft. Additional power is used to accelerate (𝑃𝑎𝑐𝑐 ) and maintain
velocity (𝑃𝑣𝑒𝑙 ) against increasing air resistance. Although the drone
will angle itself to produce the thrust for both hovering and horizon-
tal forces at the same time, considering them separately will only
slightly overestimate power and conservatively limit computation
power. In this experiment, 𝑃𝑎𝑙𝑜 𝑓 𝑡 > 5(𝑃𝑣𝑒𝑙 + 𝑃𝑎𝑐𝑐 ), so the effects
are relatively minor.

𝑃𝑏𝑎𝑡𝑡𝑒𝑟𝑦 > 𝑃𝑎𝑐𝑐𝑒𝑙 + 𝑃𝑣𝑒𝑙 + 𝑃𝑎𝑙𝑜 𝑓 𝑡 + 𝑃𝑐𝑜𝑚𝑝 (4)

CAuWS selects schedules that obey this power constraint.

7.2.3 Stopping Distance: As the compute latency increases, the
stopping distance increases due to the additional “reaction” time of
the drone. A given velocity thus places an upper bound on latency,
so that the system reacts in time and avoids unexpected collisions.
In these situations, some tasks can be scheduled on GPU to reduce
latency at the cost of energy. We can determine a maximum accel-
eration by assuming the drone directs all remaining power to its
rotors. Using this value 𝑎𝑚𝑎𝑥 we rewrite the stopping time as 𝑣

𝑎𝑚𝑎𝑥
,

resulting in the following equation of motion:

𝐷𝑜𝑏𝑠𝑡 > 𝐷𝑠𝑡𝑜𝑝 = 𝑣 · 𝑡 ⟨end⟩ + 1
2𝑎𝑚𝑎𝑥

· 𝑣2 (5)

𝐷𝑜𝑏𝑠𝑡 varies over the simulation as the drone moves. CAuWS can
adapt to this variation while satisfying other constraints in the
meantime.

7.2.4 Constraint Linearization: MILP solvers support linear con-
straints; however, physical dynamics often contain non-linearities.
For example, velocity 𝑣 appears in the terms 𝑣𝑡 ⟨end⟩ and 𝑣2 above.
Importantly, velocity is not a “decision variable” — i.e., not an output
of CAuWS. Following the algorithm we proposed in Section 5.2.2,
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model case_study_one {
cnstrnt (= newtonsPerWatt 0.020979)
cnstrnt (= velocityVsPowerConstant 7.602631123)
cnstrnt (= mass 1.5)
cnstrnt (= batteryPower 1800)
cnstrnt (= maxTemp 85)
cnstrnt (= kConductivity .00559)
cnstrnt (= tempPerJoule 0.01685714286)
cnstrnt (= idlePower 700.7)
cnstrnt (= maxAcc (/ mass (* batteryPow newtonsPerWatt)))
cnstrnt (= stopDist (+ (* $svel $svel TIME )
(/ (* $svel $svel $svel $svel) (* 2.0 maxAcc))))

cnstrnt (< stopDist $distToObs)
cnstrnt (= velPower (* velocityVsPowerConstant $svel))
cnstrnt (> batteryPow (+ POWER velPower idlePower))
cnstrnt (= tmpDelta (- maxTemp $ambTemp))
cnstrnt (= maxTempOut (* TIME kCondctivity tmpDelta))
cnstrnt (> maxTempOut (* HEAT tempPerJoule) )
objective (* -1 (+ (* 0.5 HEAT) (* 1.5 TIME) (* -2 POWER)))
data camera, position
data object_bounding_boxes, hazard_segmentation
op resnet {in=camera;out=object_bounding_boxes}
op fcn {in=camera;out=hazard_segmentation}
op slam {in=camera;out=position}

}

Figure 6: The AuWL file corresponding to the first case study.
It defines the control flow graph and places constraints on
heat generation, power consumption, and latency.

we query CAuWS to find schedules for a given 𝑣 , so 𝑣2 is also con-
stant for that query. This lets us query multiple linear problems
to find (possibly nonlinear) dividing borders in Figure 4. Addition-
ally, the steady state heat equation is used to avoid an exponential
relationship between

∑
𝐸𝑜𝑝 and 𝑡 ⟨end⟩ .

7.3 Results
The drone’s travel results in ambient temperatures ranging from
27 to 73 ◦𝐶 , velocities up to 9.73𝑚𝑠 , and obstacle distances as low
as 0.3𝑚. A trace of this simulation, shown in Figure 5, records tem-
perature, velocity, and obstacle distance. These values are fed into
CAuWS, which then successfully finds the best schedules that sat-
isfy the constraints and optimization objective. The accuracy of
the physical conditions in the simulation relies on having accurate
representations in the AuWL file. We determine the constraints in
the AuWL file either from the 3DR Iris specification or experimen-
tally from simulation, as previously described in Section 7.2. The
resulting AuWL file is given in Figure 6.

7.3.1 Resulting Schedules: After profiling data is integrated, the
solver outputs the set of schedules, as shown in Figure 4. As long as
the drone remains within the regionwhere there are valid schedules,
CAuWS can find a schedule predicted to meet the constraints. The
path taken is drawn in Figure 5, with changing schedules colored
with different colors along the path.

The drone adapts to the varying conditions with these schedules.
Along this path, the drone goes around the corner and skirts the
wall, just before passing close to the fire. The corner reduces obstacle
distance and required latency (schedule 1). As the drone approaches
the heat source, a more energy-efficient schedule must be chosen
(schedule 3). In other cases, it defaults to schedule 2.

Past schedulers, which do not consider physical constraints,
could only choose one of these possible schedules and would violate

physical constraints for at least 25% of the path length. If the path
went significantly closer to the wall or fire, there would be no
possible schedules regardless of which schedule is used.

7.3.2 Predicted vs. Simulated Results: The calculated schedules
are then run on the Xavier AGX as the drone follows the trace, with
each schedule running multiple times in a row over the course of
the drone’s path. This resulted in a total execution time of 9.96𝑠
and energy of 84.5𝐽 , compared to the predicted time of 9.19𝑠 and
energy of 96.7𝐽 .We identified that themisprediction originates from
the shared memory contention as multiple PUs run concurrently
and issue memory accesses. In our experiments, we also find that
these errors of 8% and 14% (respectively) occur consistently in
all iterations. The consistency easily allows a safety margin to be
added to time constraints so that prediction errors due to shared
memory contention [53] are mitigated. Such errors would likely be
more permanently addressed by integrating slowdowns occurring
due to shared resource contention into the Petri net based internal
representation.

7.3.3 Potential FutureWork: While this scenario demonstrates the
important trade-off between latency and energy while also consid-
ering physical constraints, there are other considerations that could
be interesting. In this specific example scenario, the power con-
straint does not end up impacting the scheduling choice. Throttling
would be another option to consider in order to avoid overheating,
since CAuWS is capable of representing discrete throttling values.
Likewise, it may be possible to subdivide neural network layers for
finer gradients of schedules.

8 CASE STUDY 2: DISCOVERY & TRACKING
We also demonstrate CAuWS’s versatility in mapping physical
constraints of CPS to computational scheduling with two additional
simulations, where an aerial dronemust discover and follow another
aerial adversary. In both scenarios, the adversary is represented
with a pre-defined velocity curve that our drone follows. In this
scenario, we use the NX version of Xavier series, which has a lower
maximum power consumption when compared to the AGX version.
These experiments demonstrate that CAuWS can handle different
modes of operation by pre-computing schedules for dynamically
changing environmental constraints.

8.1 Criteria 1: Power Limits
As explained in Section 7.2, the available power in a drone is shared
between the computation and the actuation (rotors), and the total
power a battery can provide is limited. Thus, rapid acceleration may
require the NN to run on the more power-efficient DLA instead of
the GPU. We test this scenario, which is simulated with the PX4
simulator [21], under the following objective and constraints in the
AuWL input:
constraint (= drone-power (+ rotor-power idle-power))
constraint (< (+ drone-power POWER) 402))
objective (- TIME)

Figure 7 shows a timeline of the resulting power consumption.
The adversary may have a higher velocity to which the drone must
adapt, and this requires the drone to accelerate with higher power
needs. While, in this scenario, computation uses only a fraction
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of the physical power required, with a tight budget on the power,
the schedule still must minimize the computation power. This is
achieved by utilizing the energy-efficient.

8.2 Criteria 2: Multiple Modes and Latency
Limits

The drone discovery and tracking scenario consists of two modes:
looking for an adversary and following the adversary. These two
modes impose different scheduling criteria. CAuWS is still able to
operate in different modes by pre-computing the corresponding
Pareto-optimal schedules, despite its static nature. When looking
for an adversary, the drone must minimize power consumption
to maximize its flight time. Once the drone detects and begins to
follow the adversary, the scheduling requirements change. First,
the drone now has a hard constraint on computation time to ensure
that the adversary does not leave its field of view. Second, the drone
must maximize the tracking accuracy (i.e., trade-off between using
efficient vs. accurate NNs), minimize its power use (i.e., improving
flight time), and minimize the total computation time. Assuming
the drone can safely take longer to perform object detection via
more accurate NNs, the quality of the object detection becomes
most important. We represent this scenario using the following
constraints and a linear combination of objectives in the input
AuWL file:

constraint (= minimum-latency (/ 0.035 adv-velocity))
constraint (< TIME minimum-latency)
objective (+ ACCURACY (/ POWER -1000)(/ TIME -10000))

Figure 8 shows the results of this multi-mode flight scenario.
CAuWS successfully chooses the lowest power option leading up
to the encounter (shown with vertical dashed lines). After the en-
counter, the necessary latency is maintained to account for the
adversary’s velocity while optimizing the other values in the prior-
ity order (accuracy, then power).
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Figure 7: Power consumption in a pursuit flight. CAuWS
balances power and latency under total power limits. Power
values are maxed over a .05s window to demonstrate that
CAuWS is able to rapidly adapt to changing power limits.
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Figure 8: Search/Pursuit Modes Scenario: CAuWS can create
schedules covering multiple operation “modes” in a simu-
lated flight, enforcing different constraints for each. This
example includes latency, network size, and power in a simu-
lated pursuit scenario where the required computation speed
increases when the adversary speeds up after detection.

9 COMPARISONWITH STATE-OF-THE-ART
To our knowledge, there are no related works that have the same
full set of considerations as CAuWS. They all differ through some
combination of:
• Not considering scheduling
• Not considering scheduling for heterogeneous SoC’s
• Not considering physical constraints
• Utilizing ready-to-execute task queues instead of considering the
future tasks the CFG will follow

As such, a direct comparison with previous work becomes difficult.
Instead, we compare aspects of CAuWS against two bodies of work:
• The F-1 technique [28, 29] which, while it does not produce
schedules, does select SoCs [29] and generated domain-specific
SoCs [28] from a physically constrained Pareto frontier. The
only factor, the stopping distance, that F-1 considers is also a
constraint in our case study.

• Π-RT [34], an approach that can produce schedules for heteroge-
neous SoCs. It provides methods that attempt to either reduce
latency or energy use. This technique, while it cannot consider
arbitrary CFGs, can consider tasks at a similar granularity as
CAuWS does. Unlike CAuWS, Π-RT cannot adhere to physical
constraints, requires tuning of hyper-parameters, and cannot au-
tomatically adapt its scheduling approach to varying conditions.

9.1 F-1: Roofline Model for Physical Constraints
State-of-the-art constraint-based schedulers exist, but the constraints
they target are limited to the ones that represent dependencies, la-
tencies, etc., and do not consider physical constraints. These sched-
ulers rely on ad hoc techniques to place guarantees on latency or
energy. The F-1 technique [28, 29] is the closest comparison that
considers physical constraints in relation to computational capabil-
ities. However, F-1 does not make scheduling decisions and instead
focuses on making HW design decisions. CAuWS is the first work
that we are aware of, which combines both constraint scheduling
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Figure 9: A comparison of the possible schedules that the two
approaches of Π-RT [34], a time-first greedy algorithm and
CAuWS generate. The two environments induce different
time and energy constraints, whichCAuWS can adjust for. All
of the possible schedules fromΠ-RT and the greedy scheduler
lie outside the constraints for these examples.

and physical considerations. F-1 proposes a mathematical approach
to relate a single constraint, i.e., the stopping distance limitation, to
choosing an SoC that will be placed on a drone. The trade-offs that F-
1 considers are between SoC weight, SoC latency, rotor weight, and
rotor power. They produce extended roofline models to represent
this relation analytically.

CAuWS differs by considering scheduling on multiple physical
constraints. While F-1 only considers velocity, CAuWS considers
constraints on heat, velocity, and power. This expansion is non-
trivial as the optimum of the roofline models is a maximum overall
constraint, while including multiple dimensions introduces trade-
offs between values such that increasing one value could violate a
constraint on another. CAuWS can also represent the relation in
[29] with the following AuWL constraints:

(= distance 10)
(> distance (+ (* $vel TIME) (* $vel $vel AMAXINV)))

where the value 1
2𝑎𝑚𝑎𝑥

(AMAXINV) divides the velocity into a valid
and invalid region, similar to the one shown in Figure 4 - the border
between these being the maximum velocity.

9.2 Π-RT: Scheduling for Heterogeneous SoCs
While many works that can schedule for heterogeneous SoCs exist,
Π-RT [34] is the closest study, that we are aware of, to CAuWS.
Π-RT and CAuWS share the same inputs (a set of tasks and profiling
data) and outputs (a mapping between tasks and processors). There
are three ways in which CAuWS demonstrates superiority against

Π-RT, also as shown by the experimental comparison results given
in Figure 9:

• CAuWS finds globally optimal solutions without tuning. Most
studies on heterogeneous scheduling, such as Π-RT, often use
heuristics to avoid the complexity of NP-complete scheduling. Al-
though suchwork can handlemuch larger problems than CAuWS,
their approaches result in nonoptimal schedules and often re-
quire fine-tuning of heuristic parameters. The need for support-
ing a large number of tasks can be unnecessary, as many CPS
applications, especially those adhering to our assumptions, have
relatively fewer tasks. As shown in Figure 9, CAuWS, without
tuning, finds the most optimal schedule adhering to the given
constraints. CAuWS is guaranteed by the MILP solver objective
to find a Pareto-optimal schedule.

• CAuWS produces schedules that adhere to physical constraints
while Π-RT does not consider physical constraints. Furthermore,
CAuWS can find schedules that Π-RT cannot, some of which are
necessary for the safe operation of the CPS. Shown in Figure 9
are all possible resulting schedules from choosing Π-RT’s hyper-
parameters (queue weights) and energy- or latency-first approach
— none lie within the valid region.

• CAuWS automatically adapts the schedules to these constraints.
While Π-RT provides energy- and latency-first approaches, these
have to be manually selected ahead of time based on prior knowl-
edge of the tasks. CAuWS produces multiple schedules that can
automatically adapt to these conditions and the result of this
capability can be observed in Figure 9.

10 CONCLUSION
We present 𝐶𝐴𝑢𝑊𝑆 , a system for representing and generating op-
timal schedules for CPS with heterogeneous PUs. Our approach
could handle changing physical constraints for a variety of CPS sce-
narios. Its capability is demonstrated on a popular heterogeneous
compute platform, NVIDIA’s Xavier SoC, controlling a simulated
drone. 𝐶𝐴𝑢𝑊𝑆 offers a foundation to address an expanded set of
scheduling problems that take into account physical constraints.
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A APPENDIX:
A.1 AuWL Grammar
The complete AuWL grammar in Backus-Naur Form (BNF) is given
below.

⟨program⟩ → “model”⟨NAME⟩“{”⟨program_body⟩“}”
⟨program_body⟩ → ⟨param_list⟩∗ ⟨function⟩∗ ⟨data_item⟩∗ ⟨operation⟩∗

⟨param_list⟩ → “param”⟨params⟩
⟨params⟩ → ⟨param⟩

| ⟨param⟩“,”⟨params⟩
⟨param⟩ → ⟨NAME⟩“=”⟨expression⟩

⟨function⟩ → “fun”⟨NAME⟩“(”⟨name⟩“)”“=”⟨expression⟩
⟨expression⟩ → ⟨term⟩⟨ADD_OP⟩⟨term⟩∗

⟨term⟩ → ⟨factor⟩⟨MUL_OP⟩⟨factor⟩∗

⟨factor⟩ → ⟨NAME⟩“(”⟨expression⟩“,”⟨expression⟩∗“)”?
| ⟨NUMBER⟩
| “(”⟨expression⟩“)”

⟨data_list⟩ → ⟨data_item⟩
| ⟨data_item⟩⟨data_list⟩

⟨data_item⟩ → “data”⟨NAME⟩⟨dimension⟩∗ ⟨tags⟩?
⟨dimensions⟩ → ⟨dimension⟩

| ⟨dimension⟩⟨dimensions⟩
⟨dimension⟩ → “[”⟨NAME⟩“]”

⟨operation_list⟩ → ⟨operation⟩
| ⟨operation⟩⟨operation_list⟩

⟨operation⟩ → “op”⟨NAME⟩⟨tags⟩
⟨tags⟩ → “{”⟨tag_list⟩“}”

⟨tag_list⟩ → ⟨tag⟩
| ⟨tag⟩“;”⟨tag_list⟩

⟨tag⟩ → ⟨NAME⟩“=”⟨values⟩
⟨values⟩ → ⟨value⟩

| ⟨value⟩“,”⟨values⟩

A.2 Detailed Physical Constraints
A.2.1 Heat: To create a tractable linear constraint for heat, we model
the steady state (temperature change is 0) heat flow instead of the current
temperature. With𝑇 as temperature and total specific heat𝐶 , the equation
for heat flow in the steady state is:

𝑑𝑇𝑠𝑦𝑠

𝑑𝑡
= 𝐶 · (𝑃𝑖𝑛 − 𝑃𝑜𝑢𝑡 ) ≤ 0 (6)

𝑃𝑖𝑛 is computation power, and 𝑃𝑜𝑢𝑡 is proportional to the difference in
temperature.

𝐶 ·
(
𝑃𝑐𝑜𝑚𝑝 − 𝑘 (𝑇𝑚𝑎𝑥 − 𝑇𝑎𝑚𝑏 )

)
≤
𝑑𝑇𝑠𝑦𝑠

𝑑𝑡
≤ 0 (7)

The dynamics of compressible fluid mechanics with heat sources is
complex. Conservatively, we neglect additional convection from movement
and air currents (which could only improve 𝑃𝑜𝑢𝑡 ) by experimentally finding
𝑘 in a still room.

The maximum operating temperature is used for the steady state — if
the flow at this point is 0, it can never exceed the maximum. Although this
does overestimate the flow out, it conservatively guarantees that any lower
flow will eventually reach equilibrium. To use this constraint in CAuWS,
we integrate by time. This discretizes 𝑃𝑐𝑜𝑚𝑝 to the energy of all operations

per iteration and adds the term 𝑡 ⟨end⟩ (total latency) to 𝑃𝑜𝑢𝑡 . Heat changes
on timescales much longer than 𝑡 ⟨end⟩ , so this discretization introduces
negligible error. The final constraint is:

𝐶 ·
(∑︁

𝐸𝑜𝑝 − 𝑘 (𝑇𝑚𝑎𝑥 − 𝑇𝑎𝑚𝑏 ) · 𝑡 ⟨end⟩
)
≤ Δ𝑇𝑠𝑦𝑠 ≤ 0 (8)

For the experiment,𝑇𝑚𝑎𝑥 is set to be the temperature of AGX reaching
the rated 85◦𝐶 . To determine the other constants, an intensive program is
run and an exponential function is fit to the resulting temperature curve.
The die temperature and power were collected by reading the correspond-
ing I2C addresses on the Xavier AGX. Knowing power consumption, this
experiment determines the relationship between temperature increase and
joules consumed (specific heat𝐶 = 59.3𝐽 /◦𝐶). It also determines the rate
constant for cooling down (𝑘 = 0.331𝑊 /◦𝐶) based on the curve fitting.

A.2.2 Power limits: Power on a drone is shared between the rotors and
the computation. The power output of a battery is also limited.

𝑃𝑏𝑎𝑡𝑡𝑒𝑟𝑦 > 𝑃𝑡𝑜𝑡𝑎𝑙 = 𝑃𝑎𝑐𝑡 + 𝑃𝑐𝑜𝑚𝑝 (9)

𝑃𝑎𝑐𝑡 can further be broken down into terms representing the required power
to: (i) stay aloft, (ii) maintain a velocity against drag, and (iii) maintain thrust
to accelerate. 𝑃𝑎𝑙𝑜𝑓 𝑡 = 700.7𝑊 was determined experimentally by hovering
in simulation.

For 𝑃𝑣𝑒𝑙 , we approximate the air resistance as 𝑘𝑎𝑖𝑟 · 𝑣2 and the thrust
output of a drone rotor as 𝑘𝑡ℎ𝑟𝑢𝑠𝑡 · 𝑃𝑎𝑐𝑐𝑒𝑙 . While hovering, the thrust must
be equal to the weight. This gives an estimate of 𝑘𝑡ℎ𝑟𝑢𝑠𝑡 = 0.0210𝑁 /𝑊 .
Balancing these forces:

𝑃𝑣𝑒𝑙 =
√︁
𝑘𝑎𝑖𝑟 /𝑘𝑡ℎ𝑟𝑢𝑠𝑡 ·

√
𝑣 (10)

The value of
√︁
𝑘𝑎𝑖𝑟 /𝑘𝑡ℎ𝑟𝑢𝑠𝑡 = 7.6 was experimentally determined by flying

at a fixed velocity.
Likewise, if we are currently in an accelerating maneuver, we add an

additional term:
𝑃𝑎𝑐𝑐𝑒𝑙 = 𝑘𝑡ℎ𝑟𝑢𝑠𝑡 ·𝑚𝑎𝑠𝑠 · 𝑎 (11)

Combining these terms results in the equation:

𝑃𝑏𝑎𝑡𝑡𝑒𝑟𝑦 > 𝑃𝑎𝑐𝑐𝑒𝑙 + 𝑃𝑣𝑒𝑙 + 𝑃𝑎𝑙𝑜𝑓 𝑡 + 𝑃𝑐𝑜𝑚𝑝 (12)

In the experiment, 𝑃𝑏𝑎𝑡𝑡𝑒𝑟𝑦 = 1800𝑊 was set to be the nominal maximum
battery output from specification.

A.2.3 Stopping Distance: As discussed in Section 7.2, the drone has a
“reaction time” due to latency. During this time 𝑡 ⟨end⟩ the drone will continue
to move at its current velocity. Once this time is over, we assume that it can
put the full power of the battery towards accelerating, represented in the
term 𝑎𝑚𝑎𝑥 = 𝑘𝑡ℎ𝑟𝑢𝑠𝑡 · 𝑃𝑏𝑎𝑡𝑡𝑒𝑟𝑦 = 37.7622𝑚/𝑠2.

The basic constraint on the equation of motion is:

𝐷𝑜𝑏𝑠𝑡 > 𝐷𝑠𝑡𝑜𝑝 = 𝑣 · 𝑡 ⟨end⟩ + 1
2
𝑎𝑚𝑎𝑥 · 𝑡2𝑠𝑡𝑜𝑝 (13)

We can rewrite this equation to simplify 𝑡𝑠𝑡𝑜𝑝 = 𝑣
𝑎𝑚𝑎𝑥

for the final
equation:

𝐷𝑜𝑏𝑠𝑡 > 𝐷𝑠𝑡𝑜𝑝 = 𝑣 · 𝑡 ⟨end⟩ + 1
2𝑎𝑚𝑎𝑥

· 𝑣2 (14)

A.3 Theorem Proof
Proof for Theorem 5.1:

Let 𝑅 be such a convex region.
Let the input variables be 𝑥1, 𝑥2, ..., be bounded correspondingly by

𝑥1,𝑚𝑖𝑛, 𝑥1,𝑚𝑎𝑥 , 𝑥2,𝑚𝑖𝑛 ...

Let the unknown variables be 𝑦1, 𝑦2, ..., some of which (such as TIME)
are the desired outputs.

Let all constraints be written as 𝑐1 (𝑥1 ...) > 0, 𝑐2 (𝑥1 ...) > 0..., and the
objective be written as𝑂 (𝑥1 ...) . Assume there exist 𝑛 bases 𝐾 = 𝑘1, 𝑘2 ...
such that for any points 𝑋1 and 𝑋2 within the bounds, for all constraints,
𝐾 ¤(𝑋2 − 𝑋1 ) ≥ 0 =⇒ 𝑐 (𝑋2 ) − 𝑐 (𝑋1 ) ≥ 0. (This mathematically assumes
that each constraint is monotonic, i.e., strictly increasing or decreasing, even
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if discontinuous, with respect to each variable. For example, in Sec. 7.2, for
𝑣𝑒𝑙 > 0 and 𝑡𝑚𝑝 > 0, the following constraints

(< (+ (* vel vel) (* TIME temp)) 100)

would be allowed, but the following constraints
(< (* TIME POWER) 100)
(< (* (- vel 10) (- vel 10)) 100)

would not be allowed.)
For a proof by contradiction, let 𝑃 be a point in 𝑅 that does not share a

schedule with the border of 𝑅.
As𝑅 is convex, for any basis direction we choose, there is a line 𝐿 starting

and ending on 𝑅 that passes through 𝑃 without intersecting 𝑅. We call the
endpoints of this line𝑄1 and𝑄2. As the endpoints𝑄1 and𝑄2 of 𝐿 are on
the border of 𝑅, we know they share the same optimal schedule.

Starting at one endpoint𝑄1, there are 2 cases where 𝑃 could require a
different schedule:
(1) An inequality constraint was violated by moving along 𝐿 and keeping

other values constant.
(2) The objective function resulted in a better optimum when moving along

𝐿, resulting in a different schedule being chosen.

For whichever case is violated by 𝑃 , choose a line 𝐾 · 𝑋 . By the earlier
assumption, the 𝑐 ( ) or𝑂 ( ) 𝑃 violates is monotonic along this line, and, by
having 𝑛 as the basis, is reachable from the border.

For the endpoints 𝑄1 and 𝑄2 to share a schedule, but not 𝑃 , this is a
contradiction. In case (1), it would have to satisfy an inequality, then not
satisfy it, then satisfy it again. This is not possible with a monotonic function.
In case (2), the objective function is also monotonic. If 𝑃 ’s schedule was
chosen over𝑄1, then it must be more optimal. As such,𝑄2 must be at least
as optimal as 𝑃 , a contradiction. By contradiction, 𝑃 must have the same
schedule as𝑄1 and𝑄2. As 𝑃 was an arbitrary point in 𝑅, any point inside
𝑅 must share the same schedule.

It is possible to extrapolate to regions of any dimension through in-
duction. The 0-dimensional case is a single point and trivially shares the
same schedule. The regions of 𝑛 dimensions can always be bounded by a
combination of linear regions of dimension 𝑛 − 1. For a target polytope (𝑛-
dimensional extension of polygons), the problem can be reduced to checking
that its border 𝑛 − 1 dimensional polytopes share a schedule, which reduces
to checking their 𝑛 − 2 borders, until we check 0-dimensional borders (the
corner points).

Thus, any convex polytope with monotonic constraints bounded by
points that share a schedule must entirely share a schedule.
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